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Dear colleagues,

Thank you very much for inviting me to be here with you today at this wonderful event, an event that allows us to step back from the daily routines of teaching and learning; reflect on what we are doing; exchange ideas, thoughts, and approaches, ask new questions; and reenergize ourselves and our pedagogies. Thank you again for inviting me to share in that day with you. 

Reflecting, and stepping back from routines, asking new questions, and exploring their implications for our pedagogies is also the purpose of my talk here today. We are all familiar with the endless calls on us as educators to use technology effectively and efficiently in our classrooms. In the spirit of this event, I will step back from these familiar exhortations and concerns about sufficient or effective use of technologies in the classroom and also give us a break from technologies here to reflect on some of the larger questions involved and their implications for our pedagogies. I will begin by sharing a story with you from my own experience of working with students. We might call it the story of Sam (a pseudonym) and the seemingly innocuous nature of technology.
The Story of Sam and the Seemingly Innocuous Nature of Technology
A little while ago, I had the opportunity to work with a wonderful, very bright and talented undergraduate student in electrical engineering to develop a couple of web sites for my work. The student was amazingly talented at coding and designing web sites, simply a pleasure to work with, and also had his own ambitions to start a small web-based business. He showed me the impressive web site he had developed for his first start-up idea, and we also began talking about his course work and what kinds of projects he was working on. One of the projects he mentioned was a project in his telecommunications and networking course to design software for shaping the flow of packets in a network. Packets are the small pieces of digital information into which our emails and other information traveling through the digital networks are broken down to be reassembled at their point of destination. 
When the internet was originally developed, the flow of these packets in the network was designed in such a way that they would all be treated equally in the sense that they would be sent via the most efficient routes to their destination computer. This was true regardless of what the information in these packets was and independent of how much money someone paid. For example, the packets that constitute my little email to a friend or colleague, those that constitute an environmentalist’s blog, the web site of an emerging new small business, or that of a large established business, e.g., Google, the web site of the prime minister, of my representative in parliament, of CBC, were and in most cases still are all sent via the most efficient routes. As a result, we can access the environmentalist’s blog, the large business web site, the small business site, and everything else in roughly the same way thanks to a principle that has been called net neutrality—a principle according to which nobody’s packets are to be blocked, slowed, accelerated, or otherwise shaped. 
The software Sam was learning to develop would change that. It reflects a recent interest by Internet Service Providers, network and communication technologies companies, and media companies to change that principle of net neutrality in favor of what they call “traffic shaping.” Traffic shaping software makes it possible for Internet Service Providers to slow, in the case of Videotron, for example, free internet phone services, such as Skype, in favor of the company’s own internet phone service (Geist, 2006), or in the case of Telus, to block access to the web site of its union workers during a labor dispute (Geist, 2006). In addition to advancing their own interests and services, traffic shaping also has a huge profit potential for network providers if, for example, large companies, say Google or Microsoft, would have to outbid each other for whose site would be more easily accessible on a given network, a cost that would, of course, be passed on to the customers of the businesses who would now need pay a traffic shaping fee. As for the little environmentalist’s blog or the emerging start-up business, well, given their financial resources, we can only imagine how easily accessible those might be. [Net neutrality video here: http://www.youtube.com/watch?v=G5RQrxkGgCM]
When I asked Sam how he thought his small business endeavors were related to his coursework and specifically to the software he was learning to design, he told me that he had not thought about it; it was just a course project. 
Sam is a bright student, and his story is not unique. It is a story of the deeply political nature of technologies, the ways in which it remains shrouded from us, and what consequences this political but shrouded nature of technologies has for us as teachers and students. In fact, this story unfolds millions of times every day with any technology or digital environment in which our students as well as we as teachers and citizens engage. There is, for example, the famous story of Jesse Jordan (Lessig, 2004), a first-year student in the information technology program at Rensellear Polytechnic Institute (RPI), who tinkered with an intranet search engine that allowed users to search each other’s shared folders and files, including music files that they had made publicly available for sharing. Soon after the search engine was running well, the student was contacted by the Recording Industry Association of America (RIAA), which had filed a lawsuit against him to claim damages in the amount of $15,000,000 for “willful infringement” of copyright. The RIAA had claimed 100 copyright infringements at the cost of $150,000 each. Jesse was one of four students, who at different institutions and for different kinds of claimed damages, were subjected to such lawsuits, totaling $100 billion in damages the RIAA claimed to have suffered in damages from these four students. Since fighting the lawsuit would have cost him at least $250,000, which he would not have recovered if he had won the case, he was forced to settle by giving all his saved-up money from summer jobs and other employment (amounting to $12,000) to the RIAA (Lessig, 2004; p. 51). 
Or, there is he widely publicized case of Russian software programmer Dmitry Sklyarov, whose employer, software company ElcomSoft, had distributed a software over the internet that allowed users of Adobe ebooks to turn the digital files into PDF documents. Adobe ebooks uses Digital Rights Management software (DRM), software that controls the rights individuals have in using their legally purchased content, such as an e-book, a movie, CD, MP3 file, or software program after the point of purchase. For example, on eBooks, the software controls how a reader can interact with the book, for example, how many pages can be copied or printed within what time frame or whether a book can be read aloud with screen reader software, which is, for example, a vital function for visually impaired readers. By creating and freely distributing the PDF conversion software, Sklyarov’s company had circumvented the locks imposed—an act that is illegal in the United States according to the 1998 Digital Millenium Copyrights Act. Upon visiting a conference in the United States, Sklyarov was jailed and detanled for several months because his company had distributed this software (Electronic Frontier Foundation, 2006). 
There are, of course, also more recent stories of a similar nature—a bit closer to home, such as the well reported case of Jesse Rosenfeld, a student at McGill, who faught against the submission of his work to for-profit US plagiarism policing company “Turnitin.com,” arguing that he should not have to be considered automatically guilty and that he should not be forced to give up his work for the company’s subsequent profits as his work would be used for further plagiarism policing (CBC, 2004). Or just recently, last week, the Toronto Star reported about Chris Avenir, the first-year student who faces 147 charges of academic misconduct at Ryerson University for setting up a Facebook network among students to exchange advice on homework that counted for 10% of the grade in their Chemistry course (Brown, 2008).

The news is filled with these and similar stories of students and employees getting disciplined, expelled, or fired over their use of technologies—be it blogging or social networking—or contesting the ways in which they are affected by institutional technology use. Lawsuits, litigation, and conflict abound. As I will illustrate here today, at their core, all these stories are stories about the highly political and contested nature of technologies, the ways in which this political nature remains shrouded from us and the consequences we suffer as a result of this highly political, but shrouded nature of technology. What unites these stories is their reflection of a larger current social struggle over digital technologies as ways of reordering our social order, of renegotiating who has what rights to say what, when, under what conditions and to influence public opinion and decision making; how open of a society we will be; the extent to which we will be able to share, to draw on, question, critique, build on, advance, or in other ways “re-mix” our cultural products, texts, music, video, etc. in order to innovate, create, and advance our knowledge and culture; the extent to which we will be able to engage in large collaborative production of culture, knowledge, software, science. In short, what is at stake in all these myriad conflicts and quibbles is who will be as a community and society locally and globally—how democratic, participatory, open, and collaborative. 
These stories, therefore, also raise important questions about how we understand technologies and how we think about them in our pedagogies. These are deep questions that have no easy answers. They are questions we all struggle with in one way or another. They are questions that affect all of us deeply. And I certainly don’t claim to have the answers here, but based on my long-time work with technologies, communication, and education, I would like to share with you a framework—a set of assumptions and questions that have helped me make decisions about the role of technologies in education and vice versa, the role of education in our shaping of these technologies. 
Toward a Critical Understanding of Technologies: A Framework
At the heart of the kinds stories I have shared here are questions about how we understand technologies and how we engage students in technologies and help them develop a critical understanding of technologies. When I say critical thinking or critical understanding, I don’t mean “saying negative things,” about something or uncovering “hidden truths.” Rather, by critical thinking, I mean critical analysis and appraisal, not of whether something—a technology or a technology policy is good or bad, but rather by asking some vital questions. 
How do we understand technologies?

Central to a critical understanding of technology is the notion that technologies are never neutral (Winner, 1986, Feenberg, 1999; Benkler, 2006), but that they rather enable or disable certain social practices at the cost of others; they question, undermine, contest, reproduce, or support established practices. Rather than neutral tools, technologies are highly political artifacts, whose design, use, and regulation are deeply implicated in reproducing, challenging, or reshaping existing social order. As Winner (1986) noted, “the things we call ‘technologies’ are ways of building order in our world,” which function “similar to legislative acts” (p.?). In Longford’s (2005) words, they are silent or “unacknowledged legislators.” Unlike legislation, however, technologies are rarely subject of open public deliberation. Instead, the assumptions and the values they reflect, the implications these have for different groups, often remain unquestioned, and usually surface only in the form of conflicts, disciplining, etc., when established norms and practices are being questioned. 
The case of Sam’s traffic shaping software illustrates the legislative or reordering nature of technology very visibly. If network providers are allowed the power to determine what will be accessible and in what ways, the implications for the kind of society we will have are more than dramatic. Traffic shaping would seriously stifle citizen participation in democratic deliberation and social activism on the web. It would control and reduce our access to existing knowledge and cultural production to critique, continue building and innovating, and to advance knowledge. It would reduce the opportunities we would have for shared and collaborative production, such as the production of open-source software. And it would stifle opportunities for new businesses to emerge.  In a way, the same piece of legislation or policy such as the censorship of dissent on the web that may be widely discussed in one country, in the media most widely covered for China and Iran, for example, could be silently implemented by simply not acting at all, making no legislation at all, but allowing certain groups to shape network technologies in their interest.
The social and economic implications of the proposed reordering by packet shaping technologies are such that it does not matter if one is an engineering student, a small business owner, (or even a large business owner who for various reasons is not interested competing for the most highly accelerated packets), a user of open-source software, a student of any other subject, a teacher, or a citizen pursuing his or her right to participate in the deliberation of decisions that affect us and our society. The implications are huge.
If we apply the concept of technologies as silent legislators to our classrooms, traditional classroom technologies, such as bolted-down chairs, arranged in rows, with students facing each other’s backs and only the teacher’s face; blackboards, and so on enable or constrain certain kinds of conversations and ways of knowledge making. The same is true for online technologies, such as learning management systems. They can reproduce and facilitate certain kinds of established practices, such as lectures and quizzes, or they can offer alternative practices for learning and knowledge making. In either case, the technologies we choose and design legislate or regulate the extent to which students can build their own team hubs, share resources, readings, video files that they see as relevant to their learning, and more. In short, our technologies legislate what kinds of pedagogies and learning practices will be enabled or constrained, what power relations will be enacted, how much opportunity students will have in shaping their learning experience, and so on. 

How now is such a critical understanding of technology different from popular myths about technologies that are being advanced in the media on a daily basis, and why does it matter? They matter because in our daily lives, we are constantly inundated with technology myths that tell us either technologies are manifest destiny, and there is nothing we can do about them anyway, or they tell us that technologies are just simple tools, so just choose the right technology for the job, and you’ll be fine. Wish it was that easy!

Let’s begin by looking at the popular myths of technologies as manifest destiny. We have all heard slogans such as “the internet will democratize our societies” or “technologies will extend education to all” or “revolutionize education.” Or on the other end of the spectrum, the less utopian and perhaps more dystopian end, we have heard predictions of technologies turning our societies into the ultimate surveillance and control societies, or that technologies are “the end of education.” In either case, the problem here, of course, is that such myths shroud the interested and contested nature of technologies, suggesting that our participation is not possible or not necessary as technologies will presumably naturally run their course. As for pedagogies, such myths of technologies as determined—as manifest destiny--are dangerous because they tend to either lead us to embrace technologies without critical questioning as to what is being enabled or constrained and in whose interests, or they lead us to demonize and abandon technologies altogether, depriving ourselves and students of vital opportunities for critical engagement—analysis, participation, and shaping. For, as Benkler (2006) notes, “There is no guarantee that networked information technology will lead to … improvements in innovation, freedom, and justice …. That is a choice we face as a society” (p. 19). Hence, it requires our active participation.
A critical perspective of technology also differs from another, very widespread, myth of technology, that of instrumentalism, which is the popular claim that technologies are simply tools—simply neutral means to an end.  This is a myth that is constantly being reproduced in our environment, advertising, etc.; we are constantly inundated with this myth and reproduce it in all our activities. If seen as simply a neutral means to an end, for example, we would see traffic shaping software as simply a way to block, accelerate, or slow packets depending on the size of the fee. We would not see the values and interests reflected in this technology; as in Sam’s view, it would be “just a course project.” 

This is perhaps the most common myth, the misrecognition of the values and interests inscribed in technology design; it pervades much of our daily environment and media environment. For example, in thinking about technology and pedagogy, we often here the very well intended mantra that pedagogies must guide the design, use, and regulation of technologies, and not the other way around. Putting pedagogy first is, of course, important, but the mantra also blinds us to the many ways in which technologies are never just means to an end, pedagogical or otherwise—to the ways in which they reshape our learning environment, enabling and constraining established relationships, practices well beyond the particular use we had in mind. If we disregard the political nature of technologies—the ways in which it reorders social practices and relationships, of course, we run the risk of wondering why something does not the work we had intended and perhaps abandon technology altogether, again depriving ourselves and our students of vital opportunities for critical engagement with technologies. 
Instead of simple or neutral tools, a critical understanding of technology sees technologies as offering “a framework of activity, a field of play” (Feenberg, 2002, p. 82), It “is not a thing in the ordinary sense of the term, but an “ambivalent” process of development suspended between different possibilities ….technology is not a destiny but a scene of struggle. It is a social battlefield, … in which civilizational alternatives contend (Feenberg, 2002, p. 15).

Whenever a new technology is designed and introduced into a society or community, therefore, especially on a massive scale as in the case of the internet, there is what Benkler (2006) calls a period of perturbation, or a liminal space between the established social practices, orders, hierarchies, and equilibria and the alternative social order reflected in the technology. Such moments, Benkler observes, offer “more opportunities and greater risks than the periods of relative stability. During periods of perturbation, more of the ways in which society organizes itself is up for grabs; more can be renegotiated” (p. 27). This understanding of technologies as battlefields between old and new social order leads us to another important question: 
2) What are the larger socio-economic struggles that play out in/ surround technologies? What is at stake? What is being enabled or constrained? In Whose Interests?
What, then, is that liminal space that we find ourselves in? What civilizational alternatives are at stake in the struggle over digital technologies? What alternative social order is at stake? In all of the stories I shared at the beginning, much is, of course at stake, and the particulars depend on each context. However, in looking at the larger picture, at the heart of this liminal period that we find ourselves in, according to Benkler, are different modes of production—different kinds of societies. On one end of the spectrum, we have the established modes of proprietary production, for example software production, where a few programmers work for long times to develop a program and then even longer to debug and refine it. On the other end, for the first time in human history, we have the ability to engage in large-scale and efficient nonproprietary production or social production or what he calls peer production. At the heart of this alternative mode of production, knowing, and learning, according to Benkler is the achievement that in contrast to the industrial economy of coal and steel and plants, which required large amounts of capital investments, network technologies distribute the costs across thousands and millions of participants and rely mostly on creativity, knowledge, and existing cultural goods—available in abundance (much more than coal and steel) to produce new economic value, e.g., software, knowledge, cultural products. He calls this new mode of production social or peer production and explains it as follows: “The networked environment makes possible a new modality of organizing production: radically decentralized, collaborative, and nonproprietary; based on sharing resources and outputs among widely distributed, loosely connected individuals who cooperate with each other without relying on either market signals or managerial commands” (p. 60). In peer production, he explains, “individuals pool their time, experience, wisdom, and creativity to form new information, knowledge, and cultural goods. (p. 81). 

Examples abound, including open-source software production in which hundreds and thousands of programmers volunteer their time to collaboratively create and debug software available for unfettered public use and reshaping. Much of the world’s network infrastructure relies on such open-source software, specifically Apache server software. Other popular open-source software includes moodle, the learning/ content management system, wiki software, open Office, a word processing software, mediawiki software, Firefox, (a popular internet browser) much of which outperforms proprietary production in stability, performance, efficiency, and effectiveness, most notably because it brings together more heads, considers more needs, and is adjustable or bendable to the needs of people. The code is not locked up, but always open for further tinkering by others.
Other examples include peer-to-peer file sharing software that allows individuals to pool, share, and search each other’s computers, large-scale collaborative knowledge production initiatives such as Wikipedia; peer produced phone services, such as Skype in which all participants share surplus computing capacity to facilitate worldwide free internet telephony. There are also networked computing projects such as the famous SETI@home project, a super computer that was 75% faster than the largest proprietary super computer (IBM Blue), but consists largely of a network of computing resources pooled by millions of users willing to participate in this project. Participants merely download a screensaver, which as soon as the computer runs on idle, downloads a calculation problem to analyze radio astronomy signals for regularities to search for extraterrestrial activity (Benkler, p. 82). Other, similar projects, such as Fightaids@home or Genome@home pool computing resources to help discover AIDS drugs or to model artificial genes—all without financial incentives—and all for the public good.
Needless to say, peer production, challenges established production practices and business models, and while some companies find ways to thrive in peer production environments, e.g., by offering maintenance and support services for open-source software production, others see their business models threatened and fight the new forms of production that have been enabled on a massive scale for the first time in human history. 
According to Benkler, the battle between traditional production modes and peer production defines the “current battle over the institutional ecology of the digital environment” (p. 2). Much is at stake in its outcomes: “How these battles turn out over the next decade or so will likely have a significant effect on how we come to know what is going on in the world we occupy, and to what extent and in what forms we will be able… to affect how we and others see the world as it is and as it might be” (p. 2).
Traffic shaping technology would put this openness, this new potential for massive collaborative knowledge making, software production, etc., at risk by robbing social production of its infrastructure for accessibility. 
The struggle between established modes of production and peer production also plays out in so many ways in our pedagogies and can help us think about the extent to which our pedagogies are designed to reproduce established practices, perhaps even to discipline students into established practices, and the extent to which our pedagogies are guided by policies that were developed with assumptions from established modes of production. We can ask then to what extent Sam, Jesse Jordan at RPI, Jesse Rosenfeld at McGill, or Chris Avenir at Ryerson where caught in this liminal space and the struggle between established production modes and peer production. Once we look at the incidents we face through the lens of this liminal space, the battle between established practices and those enabled by digital networks, we also understand the confusion that arises when in many cases established practices are challenged. Rather than disciplining students, we need to have conversations about what those alternative practices are and why they challenge established order and are or aren’t appropriate. 
Once we consider what is at stake in the larger picture--business models, social orders, hierarchies, power relations, unprecedented opportunities for public wealth creation, for knowledge creation, and problem solving, and of course, the way we teach and learn, we encounter a third vital question—that of how these interests are advanced discursively and what the nature of participation in decision making about technology design, use, and regulation are: 
3) How are these interests advanced? What is the nature of participation in the design of technologies? 
How then are these diverse interests in the shape of our socio-technological order being advanced, normalized, or contested? What is the nature of participation in decision making? 

To be sure, the liminal space between established social paradigms and those proposed by digital network technologies is a highly contested one and a confusing one. As such, it requires considerable critical-discursive sophistication to analyze the arguments and other strategies deployed to advance particular interests in technology design, let alone to figure out strategies for participation. As an example, let’s just look at a few strategies deployed in the contestation around traffic shaping technology. 

Perhaps the most important strategy is silence to avoid attention to and deliberation of technological strategies, such as internet traffic shaping, and to keep public participation in deliberation to a minimum. As I discussed earlier, dominant technology myths such as technological determinism (technology as manifest destiny) or instrumentalism—technologies as neutral tools--help shroud the political nature of technology and preclude our participation in deliberation (Feenberg, 2002; 2006). Along the same lines, in the case of traffic shaping technology, silence in the media has been another important strategy. The struggle for net neutrality, for example, was voted the most underreported and censored news story in the media in 2007 by Project Censored (Project Censored, 2007).  Perhaps the funniest example is that of Comcast, a network provider in the US, which hired seat fillers at a public hearing by the Federal Communication Commission on net neutrality at Harvard University to prevent many public participants interested in the hearing from attending and voicing their concerns. Some of these seat fillers were even caught asleep on camera. When the company was asked about the incident, it claimed that these individuals were hired to reserve seats for executives, who then were just not able to come.
When silence does not work, the technological design of “traffic shaping” is justified through a discursive regime—a set of discursive or rhetorical strategies, such as analogy, for example. Those interested in the design will advance the analogy that the internet is (or should be) similar to other media, such as TV. In likening the internet to a medium, for example, the argument is that the media, of course have certain channels, which pay to be included in the packet, so why can’t internet service provides make money of the internet as a medium in the same way—by accelerating the packets of those that pay well and slowing down those packets of those who pay less well? The result would be that with a given Internet Service Provider, we would have easy access to whoever paid enough money to that ISP, and perhaps depending on our fees, a selection of channels available from that ISP. With the media analogy, so-called packet shaping technology is somewhat more easily justified than with an alternative analogy—if we liken the internet to that of a technology, a communications technology—that of the phone system.

If the internet is likened to a telecommunications technology, such as the phone system, such an analogy would lead to this scenario: Imagine you tried to call your mother, father, or child, and suddenly, the phone service provider would sound off, telling you that your party did not really pay enough money, so the connection may take a few hours, but you could call large company XYZ, which happens to have paid sufficient money to be easily accessible in this network. So, why don’t you call them instead? Clearly, which analogy is used, that is how the technology is shaped and advanced discursively, will likely lead to different levels of acceptance, resistance to, or desire to participate in deliberations over shaping a specific technological design. 
Not surprisingly getting public attention to the issue, let alone the attention of elected officials, is no easy feat. In the US, for example, it took millions of people from all walks of life to unite [show web site: http://www.savetheinternet.com/] to get to the point of now just recently having a bill introduced in the House to make net neutrality the law. In Canada, professor Michael Geist has begun to collect signatures [show web site: http://www.neutrality.ca/], so far only 6000. However, as discussed earlier, the lack of legislative action is a form of regulation as well as it legitimizes the reshaped traffic-shaped internet, with all of its implications for public deliberation, economic development, and innovation as the new norm.
The example may suffice to illustrate how the struggle over who we will be as a society is shaped both technologically and discursively—how specific technological designs are advanced and contested discursively, again raising important questions about our pedagogies, which I will now summarize:
Conclusion: So, what are the implications of this highly contested struggle over technology as a way of reordering our lives, work, and communities mean for our pedagogies? 

Given the complexity of life in liminal space, the implications of these battles over technology are nearly unlimited. I will offer only a few here for us to take away:
First, as educators, we have a direct interest in how these battles play out and what kinds of access students will have to educational resources, collaborative knowledge production, and participation in the public deliberation of technologies, policies, and decisions that influence their and our lives.
Second, students need to have opportunities to learn how to ask critical questions and understand what is at stake in the battle over those technologies and the social orders these technologies reproduce or contest. If they don’t, they will likely remain pawns in these power struggles or become their victims—through expulsion, discipline, lawsuits, the loss of their business endeavors, and so on. Furthermore, by understanding these struggles, they understand how and why many technologies emerge (e.g., reputation defender, privacy enhancing technologies, digital rights management technologies, traffic shaping technologies)—they are all attempts to influence the struggles over the liminal space—between the established orders and the ways in which technologies reproduce or question these orders. This critical awareness by itself is a major achievement. As Longford (2005) notes, “the politics of [technology] has seldom hit the radar screens of average internet users and citizens” (p. 82). 

Third, given that we live in a highly contested liminal space, students also need to have opportunities to understand how these struggles over technology are shaped discursively, and at least as important, students need opportunities to develop the discursive sophistication necessary for active participation in the deliberation of these contested technologies. 
Fourth, as educators, we need to understand that the technologies we use (as well as the ones we don’t use, but are used by our students, such as peer production technologies) enable and constrain our pedagogies, the relationships, hierarchies, the learning experience, the classroom, etc. Technologies are never simple tools. They are never simple means to an end—pedagogical or otherwise. And we need to have conversations with our students about established and alternative practices.
Fifth, through our pedagogies, our work with technologies, we position ourselves in the struggle for what kind of society we will have, for example, by reinforcing past practices or policies, disciplining students into the past social order, etc., all the while we and our students increasingly live in technological environments that question or challenge those practices. We may also need to ask ourselves, then, what kinds of practices we prepare learners for: social / peer production or established practices?
Sixth, a critical understanding of technologies as battle scenes over alternative social orders may also help us reconsider the kind of graduates we envision from our programs. Will these be simply passive, docile users, “skilled in the use of technologies,” floating about in embattled terrain, unknowingly facilitating interests they are not even aware of, or will they be able to critically assess the social implications of technologies and contribute to the democratic deliberation and shaping of these technologies?

My seventh and final point, which also serves as my conclusion, is meant to remind us that as humanity, we have arrived at a point in our history where everything—our social orders, practices, hierarchies, institutions, rights—is up for grabs and being renegotiated (Benkler, 2006). If we look at the larger shift involved and the kind of time period we live in, the kinds of battles we knowingly or unknowingly participate in, we also begin to realize how patient we need to be with ourselves and our students, and how much dialogue we need to facilitate among administrators, teachers, IT experts, students, instructional design experts, and many others to address these social struggles, the ways in which technologies silently legislate, and what meaning we would like to make of them in our pedagogies. 
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